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We conduct an empirical study to test the ability of Convolutional Neural Networks (CNNs) to reduce the 
effects  of  nuisance transformations  of  the input  data,  such as location,  scale and aspect  ratio.  We 
isolate factors by adopting a common convolutional architecture either deployed globally on the image 
to compute class posterior distributions, or restricted locally to compute class conditional distributions 
given location, scale and aspect ratios of bounding boxes determined by proposal heuristics. In theory, 
averaging  the  latter  should  yield  inferior  performance  compared  to  proper  marginalization.  Yet 
empirical  evidence  suggests  the  converse,  leading  us  to  conclude  that  –  at  the  current  level  of 
complexity of convolutional architectures and scale of the data sets used to train them – CNNs are not 
very effective at marginalizing nuisance variability.
We  also  quantify  the  effects  of  context  on  the  overall  classification  task  and  its  impact  on  the 
performance of CNNs, and propose improved sampling techniques for heuristic proposal schemes that 
improve end-to-end performance to state-of-the-art levels. We test our hypothesis on a classification task 
using the ImageNet Challenge benchmark and on a wide-baseline matching task using the Oxford and 
Fischer’s datasets.

Abstract

Trade-off between location-scale and visibility 
‣ Restricting the support does not just condition on the location-scale group, but also on visibility.
‣ A 25% rim yields the lowest top-5 error on the ImageNet validation set for both AlexNet and VGG16. 
‣ This indicates that the context effectively leveraged by current CNN architectures is limited to a 
relatively small neighborhood of the object of interest.

The effect of domain-size pooling
‣ In line with recent developments concerning domain-size pooling [2], averaging conditional densities 
from the scale group achieves higher classification accuracy than using any single domain size.

‣ The whole-image classification performance is evaluated with various proposal schemes.
‣ We test the following strategies:

Data augmentation with regular and adaptive sampling
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• C regular crops, as customary (e.g. C=10 or C=50 in 1 or 3 scales).
• D concentric domain sizes (with their horizontal flip).
• Generic object proposals (e.g. Edge Boxes).

Posterior selection with Rényi entropy
‣ We choose a small  subset (E) of proposals,  whose class posterior has the lowest Rényi 
entropy (alpha is set to 0.35).
‣ The class conditionals for the whole image are approximated as

where        is  defined  as  0  for  most  proposals  and  equal  to  the  inverse  Rényi  entropy                           
(                          ) for the E most discriminative samples based on the entropy criterion.
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Low−entropy ranking
High−confidence ranking
Largest−size ranking
Random selection

Comparisons
‣ We evaluate various sampling and inference strategies at the ILSVRC 2014 classification challenge.
‣ Our  method achieves  a  top-5 classification error  of  15.82%  and 7.91%  for  AlexNet  and VGG16,  as 
opposed to 17.55% and 8.85% respectively using a multi-crop scheme (~10% relative error reduction).
‣ Adaptive sampling introduces a modest computational overhead.
‣ Weighted marginalization based on inverse entropy (“W”) further improves the performance.

Wide-baseline correspondence
‣ To test the effect of domain-size pooling on CNN features absent the knowledge of ground-truth location, 
we develop a domain-size pooled CNN and test it in a wide-baseline correspondence task.
‣ The regions are selected by a generic low-level detector (Maximally Stable Extremal Regions).
‣ The DSP-CNN outperforms its counterpart CNN by 5–15% mean AP and performs comparably to the 
state-of-the-art local descriptor DSP-SIFT [2].
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‣ We show that data augmentation strategies with regularly sampled crops do not suffice.

‣ The entropy criterion chooses more discriminative samples, as opposed to other strategies 
such as selecting high-confidence proposals or max-out.
‣ The proposals help the classifier when the regular crops have small overlap with the objects.


